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ABSTRACT

We present a system for manipulating drawings that lets Projector .
novice users create simple, yet expressive, animatiorersUs

move and bend the drawings by touching them with their

fingers. This natural and easy to learn interface evokes the
unique experience of interacting with a digital object amijh

it were real.

Introduction

Although most of us can easily express simple motion using
gestures and props, creating computer animations today re
mains a tedious task achievable only by experts. The goal of — Ve
our project is to make it easy for people to create simple 2D kzﬁgw
animations by relying on their natural sense of timing, and e

on their experience with real-world flexible objects. Users Interaction Area

of our system move and bend drawings by touching them a ™4

with their fingers as though they were physical rubber props.
This interface is very easy to learn, yet it allows even nevic
users to create expressive animations. While traditional ke
framing techniques tend to produce stilted motions in the
hands of novices, our technique yields more believable re-

SultS, since it InherItS all of the nuances and impel‘festimh hOW C|ose a hand or finger is to each point on the touchpad
the user’s hand motion. (see Figure2(b)). Points where the hand is in contact with
the SmartSkin show up as “hot-spots” in the distance im-
age. To maintain the identity of each contact point, we track
these points between frames using a greedy exchange algo-
rithm [10]. The algorithm iteratively swaps the inter-fram
point correspondences so as to minimize the total distance
between corresponding points. While more elaborate error
%unctions are possible, we found this technique to work suffi

Figure 2: (a) Overview of our system setup. (b) The
SmartSkin returns an image of the distance from the
touchpad to the hand. (c) Close-up of interaction area.

Demonstrating Our System

Our system lends itself well to hands-on demonstrationceSin
interaction with the drawings is modeled after interaction
with real-world objects, users grasp the underlying cohcep
right away. In informal demonstrations we found that as

they behave. Participants could produce simple motiotns rig
away, and with a bit of practice they were able to make more
complex and interesting animations.

motion.

Our system places no constraints on how users may grasp or
move the drawing. This encourages exploration of different
types of manipulation in order to discover what works well

with a particular drawing. To create a more complex mo-
tion two people may work together and attempt to coordinate
different parts of the drawing.

The shape of a drawing in our system is represented by a tri-
angular mesh. The touch-points are used as constraints in a
2D mesh deformation algorithm [4] which attempts to main-
tain the local rigidity of the mesh while meeting the given
constraints. The algorithm poses the problem as the mini-
Setup and Implementation mization of a quadratic error metric that measures the disto

projected onto the touchpad so that points touched by thre usefect of moving constraint points is global and instantarseou

are registered with the corresponding points in imageepac SO small local changes may affect the motion of the entire
model. The object deforms as though made from a sheet of

For multi-finger input we use Rekimoto et al’'s SmartSkin rubber, making for very lively movement that is predictable
[7]. The device uses a grid of capacitive sensors to measureand easy to control.



Figure 1: Animation sequence of a crawling worm. The animator moves and bends the drawing with his fingers as though
manipulating a real-world flexible object.

Related work ple to use animated explanations in their everyday commu-
While previous systems have used direct whole-hand manip-nications, and provide experienced animators or puppeteer
ulation to accomplish a variety tasks [11, 7], none have usedwith a medium for real-time animated performances.

the multiple degrees of freedom available from multi-point

touchpads to control the many degrees of freedom of an anREFERENCES
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Figure 3: A user makes a whale open and close its 10.

mouth as it swims.

Conclusion
The majority of digital communication today is limited to

text, photographs, and occasionally drawings. Howevengso 11,

ideas are best described through motion. Experience with
our system demonstrates that multi-finger interfaces for pe

formance animation are a viable way of expressing such
ideas. Future applications of such interfaces may allow peo
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